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Abstract—Face detection plays a significant role in many 

applications, such as video surveillance, gender 

classification, and facial recognition. In this paper, we 

propose a new face detection method based on multi-scale 

histograms. The proposed method uses a multi-scale 

histogram to represent a face, thereby improving 

computational efficiency, and making the process suitable 

for big-data multimedia databases. The experimental 

results show that the proposed method can achieve 

accuracy rates similar to the LBP-based method, but at a 

speed over 10 times more quickly when the block size is 

properly set. 
 
Keywords: face detection; multi-scale descriptor; texture 

feature 

I. INTRODUCTION  
 

The technology for face detection and face recognition 

has advanced rapidly in recent years. Face detection, the 

first step in face recognition, plays an important role in the 

process and has been recognized as a complicated and 

difficult area for research. Issues related to face detection 

include accuracy of detection and efficiency of 

performance. There has been a considerable number of face 

detection papers, which have proposed methods that can be 

divided into four types [14]: 1) Template matching, 2) 

feature invariant, 3) knowledge-based, and 4) appearance-

based.  
Template matching [2, 9] approach starts with a defined 

manual standard sample and then searches for possible face 

areas through the search window. Although this method is 

simple and relatively easy to implement, it is easily affected 

by the direction, size, and rotation of the face.  
Feature invariant [4, 8, 10, 11, 15, 16] methods use edge 

detection to extract facial features, such as eyebrows, eyes, 

nose, mouth and skin, and then describe the relationship 

between the features statistically. The disadvantage of this 

method is that these facial features are easily affected by 

brightness, noise, and other environmental factors. 

Knowledge-based method [18] transforms the  

relationship between the general features of a face into a  

 

 

number of rules. For example, facial images usually include  

a pair of eyes, a nose and a mouth, so some rules can be set 

about the distance and position between them to represent a 

face. However, the disadvantage of the knowledge-based 

methods lie indetermining how to extract useful rules to 

match facial features. If the matching rules are not properly 

set, accuracy is negatively impacted.  
Appearance-based methods [5, 6, 7] differ from the 

knowledge-based methods in that it does not have to define 

rules to describe faces. Generally, the method identifies 

features of the human face and the non-facial area through 

statistical analysis and machine learning. The disadvantage 

of this method is that it requires a number of learning 

samples to increase accuracy, and it is also easily affected 

by the quality of the learning samples. 

Ahonen et. al. [1] presented a novel facial image 

representation based on the local binary pattern (LBP) 

texture feature. The LBP operator [12] is one of the best 

texture descriptors and has been widely used in various 

applications. The LBP operator was originally designed for 

texture description. The operator appoints a label to each 

pixel of an image by using the center pixel value to make 

the 3  3 neighbor pixels binary. After that, the histogram 

of the labels is used as a texture descriptor. Fig. 1 shows an 

illustration of the basic idea behind the LBP operator. The 

LBP-based face detection methods require many 

computations and are noise sensitive. 
 
 
 
 
 

Fig. 1. The basic LBP operator. 
In this paper, we propose a new face detection method 

based on multi-scale histograms. The proposed method 

uses a multi-scale histogram to represent a face, which is 

more noise resistant than the LBP-based method and 

requires less computation. The latter property makes the 

proposed method more suitable for a big-data multimedia 

system. This paper is organized as follows: Section 2 

discusses the proposed method in detail; Section 3 presents 

the experimental results; and Section 4 provides the 

conclusions. 
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II. PROPOSED METHOD  

 
This section presents a method for face detection that is 

based on a coarse-to-fine texture descriptor. Our system 

consists of several steps. It starts with a preprocessing step 

for the input facial images. Then, the images are 

normalized to a size of 128×128 pixels and divided into 

N×N non-overlapping blocks. Next, the proposed coarse-to-

fine method is used to extract the features for SVM. SVM 

is used as a classifier to differentiate face and non-face. The 

system framework diagram is shown in Fig. 2. 
 
 
 

Input face 

images 

 

 

Preprocessing 

comparison as shown in Eq. (1) [17]. The value ofġ 

THsmoothġ will be determined experimentally. 

 
 

 

B.  Coarse-to-fine texture descriptor 
 

A 1-bit representation of pixels is shown in the previous 

texture description of 0/1 bit. The structure of the coarse-to-

fine description for the texture description can be easily 

derived from the 1-bit mode. If the block is not smooth, the 

1-bit mode can be further extended into a 2-bit mode, 

generating 2 finer means, i.e., high mean (hm) and low 

mean (lm). The ‘0’ region generates the lm, and the ‘1’ 

region generates the hm from the 1-bit mode. The bitmap 

(BM) for the 2-bit mode can be generated by Eq. 2. 

 

 

Non-overlapping 

blocks 

 

Coarse-to-fine 

texture descriptor 

 

 

SVM training 
 
 
 

Classifier 

 
 
 

 

The 3-bit mode can be produced by further extending 

the 2-bit mode. The two means of the 2-bit mode, lm and 

hm, will be extended into four finer means, i.e., llm (low 

low mean), lhm (low high mean), hlm (high low mean), 

hhm (high high mean). The BM for the 3-bit mode can be 

generated by Eq. 3. 

 
 
 
 

  Face   Non face 

 Non-face 

 

Fig. 2. Framework diagram 
 
A.  Preprocessing 
 

As mentioned above, the first step for an image region 

is to normalize the image to a size of 128×128 pixels and 

then divide it into N×N non-overlapping blocks as shown in 

Fig. 2. Each block contains m×m pixels. The following 

steps are then performed on each color channel.  
The mean of the block will be used to transform the 

block into binary. However, blocks are exposed to unstable 

0/1 bits when the block is smooth. The threshold value will 

therefore be added to the mean value (m) to reduce the 

influence before 

 
 
 

 

 

 

 

The multi-scale descriptor of the coarse-to-fine features 

using the binary pattern provides a crucial way to extract 

the texture features in the image. Blocks of the image are 

exposed to different complexities; therefore, there will be 

different k-bit modes for each blocks in our method. The 1-

bit mode can be used to represent smooth blocks, and 2-bit 

and 3-bit modes are more suitable for distinguishing 

complicated blocks. 
 
C.  Descriptor Construction 
 

In the proposed method, each block will be represented 

by 1-, 2- and 3-bit modes to fit the feature of the block 

more accurately. After the multi-scale representation is 

generated, the 8-bin histogram will accumulate the counts 

of the bit patterns in each block, which will be used as the 
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final texture descriptor. For the 1-bit mode, because there 

are only two bit patterns, 0 and 1, the count of the zeros (0) 

will go into the first four bins and the count of the ones (1) 

will go into the lastfour bins in the histogram. As the 

example in Fig. 3 shows, if the histogram is built for the 1-

bit mode, the resultant histogram will be [10, 10, 10, 10, 6, 

6, 6, 6]. For the 2-bit mode, there will be four bit patterns: 

00, 01, 10 and 11. Likewise, the count of the first pattern 

(00) will go into the first two bins, the count of the second 

pattern (01) will go into the next two bins, and so on. Using 

the 2-bit mode example in Fig. 3, the resultant histogram 

should be [8, 8, 2, 2, 5, 5, 1, 1]. Finally, for the 3-bit, 

because there are eight bit patterns, each bin of the 

histogram corresponds to each of the bit patterns for the 3-

bit mode in Fig. 3. The resultant histogram is [6, 2, 4, 0, 3, 

0, 1, 0]. 
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Fig. 3. The process of generating binary bitmap 

from coarse to fine 

 

After constructing the histogram for each block in an 

image, the final descriptor will be obtained by 

concatenating the histograms from all the blocks in the 

image. As an image is divided into M×M blocks, the 

dimension of the descriptor is M×M×24. Fig. 4 shows an 

example of the descriptor 

construction for 4×4 blocks. The dimension of the 

descriptor is 24576 bins (24 bins×1024 blocks). If the color 

image is applied, the descriptor will be computed 

separately for each color channel, and then the output 

histogram of each channel will be combined into the final 

histogram. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4. Example of descriptor construction 

 

III. EXPERIMENTS  
 

In our experiments, the Libor Spacek's facial images 

databases are used [13]. For the training process, we used 

60 face images for the positive samples and 90 face images 

for negative samples. After training samples, we applied 
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SVM [3] classifier to obtain the results of the training step. 

For the testing process, we used 2,000 images for positive 

samples and negative samples. Table 1 shows the precision 

and the average detection time for our proposed method 

under different block sizes. Table 2 shows the results using 

the LBP descriptor [1]. The results of the experiment prove 

that our 

Proposed method is more cost effective than LBP 

descriptor while achieving nearly the same precision rate. 

 

 

Table 1. Coarse to fine texture descriptor  
Size of Precision for Precision for  Detection 
block positive negative  time(ms) 

 samples samples   

4 x 4 99% 98%  3.51799 

8 x 8 99% 97%  2.63614 

16 x 16 96% 96%  1.22268 

32 x 32 98% 91%  0.833912 

 
Table 2. LBP texture 

descriptor  

Size of Precision for Precision for  Detection 
block positive negative  time(ms) 

 samples samples   

     

4 x 4 99% 98%  41.2103 

     

8 x 8 99% 99%  11.0748 

16 x 16 99% 99%  3.4101 

32 x 32 98% 99%  1.51305 

     

 

 

IV.  CONCLUSION 
 

Our paper proposes a coarse-to-fine texture-based 
image descriptor for face detection. We use a multi-scale 
histogram to represent a face, which is the main 
contribution of this paper. Compared with the LBP 
descriptor, our approach has similar precision but is more 
efficient and cost effective. In the future, we will 
investigate more properties of the multi-scale structure and 
use a large facial database to verify the reliability and 
robustness of the proposed method. 
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